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Abstract

This is a note for (the last talk of) the Berkeley–Stanford number theory

learning seminar on the recent work by Calegary–Dimitrov–Tang [2].

1 Review

Here we briefly review the preliminaries covered by the previous talks. We can

summarize the proof of [2, Theorem A] as follows:

1. The main theorem(s) [2, Theorem 6.0.2, Theorem 7.0.1, Theorem 7.1.6]

gives a bound(s) of the dimension of the Q(𝑥)-vector space of the Q-power

series of certain denominator type.

2. One can construct 7 linearly independent power series coming from sym-

metrizations of constant function / (di)logarithms / and a hypergeometric

function.

3. If 1, 𝜁(2), 𝐿(2, 𝜒−3) are Q-linearly dependent, one can find 7 additional

power series (using Zagier’s 𝑞-series [3]) and we have total 14 linearly

independent power series.

4. Once we choose 𝜓 carefully, we can obtain an upper bound 13.9938... of

the dimension, which gives a contradiction.

Step 1 is covered in Ziyang’s talk, when e = 0 (i.e. [2, Theorem 2.5.1]). The

proof uses Bost’s slope method in Arakelov theory [1] (covered in Fangu’s talk).

Especially, for a filtered Euclidean lattice 𝐸 = (𝐸, ∥ · ∥) (which can be viewed
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Review

as a Hermitian vector bundle on Spec(Z)) and a filtered free Z-module 𝐹 with

𝜓 : 𝐸Q ↩→ 𝐹Q, we have

d̂eg(𝐸) ≤
∞∑
𝑛=0

rank(𝐸(𝑛)/𝐸(𝑛+1))[�̂�max(𝐺(𝑛)) + ℎ(𝜓(𝑛)
𝐷

)], (1)

where d̂eg is the arithmetic degree, �̂�max is the maximal slope, and 𝐺(𝑛) =

(𝐺(𝑛), ∥ · ∥𝐺(𝑛)) are Euclidean lattice structures for the graded pieces of 𝐹 (See

[2, Section 7.2] for the definitions). Applying the inequality to certain 𝐸 yields

the holonomy bounded, combined with arithmetic Hilbert–Samuel formula and

Bost–Charles’ formula for the self-intersection number in terms of integrals (See

[2, Lemma 7.4.5], which appear in the numerator of the holonomy bound (6))

for the estimation of ℎ∞(𝜓(𝑛)
𝐷

) and further optimizations with prime number

theorem for ℎ
fin
(𝜓(𝑛)

𝐷
) (here ℎ = ℎ∞ + ℎ

fin
).

Step 2 and 3 are covered in Zhiyu, Daniel and Ruofan’s talk (construction and

linear independence). The first 7 series come from symmetrization of functions

on𝑌(2) ≃ P1\{0, 1,∞} to𝑌0(2) ≃ P1\{0, 4,∞} (and integrals). The following four

Q(𝑥)-linearly independent functions

𝐴1(𝑥) = 1

𝐴2(𝑥) = − log(1 − 𝑥) =
∑
𝑛≥1

𝑥𝑛

𝑛

𝐴3(𝑥) = log
2(1 − 𝑥) =

(∑
𝑛≥1

𝑥𝑛

𝑛

)
2

𝐴4(𝑥) = Li2(𝑥) =
∑
𝑛≥1

𝑥𝑛

𝑛2

have denominator types1 [1, . . . , 1

2
𝑛][1, . . . , 𝑛]. By symmetrizing these, we get

four Q(𝑦)-linearly independent series2

𝐵1(𝑦) = Sym
+(𝐴1(𝑥)) = 1

𝐵2(𝑦) = Sym
−(𝐴2(𝑥)) =

∑
𝑛≥2

(𝑛 − 2)!𝑛!

(2𝑛)! 𝑦𝑛

𝐵3(𝑦) = Sym
+(𝐴3(𝑥)) =

∑
𝑛≥1

(𝑛 − 1)!2
(2𝑛)! 𝑦𝑛

1For 𝐴3; others have better denominator types

2All of these are up to a factor of 2 ∈ Q for simplicity (and due to my laziness)
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𝐵4(𝑦) = Sym
−(𝐴4(𝑥)) = 4

∑
𝑛≥0

1

16
𝑛

(
𝑛∑

𝑘=0

(
2𝑘

𝑘

) (
2𝑛 − 2𝑘

𝑛 − 𝑘

)
1

(2𝑘 − 1)(2𝑛 − 2𝑘 + 1)2

)
𝑦𝑛+1.

We have three more series:

𝐵5(𝑦) = Sym
+
(
𝑥 · 3𝐹2

[
1

2
, 1, 1

3

2
, 3

2

;

4𝑥2

𝑥 − 1

])
=

∑
𝑛≥1

(𝑛 − 1)!2
(2𝑛 − 1)!(2𝑛 − 1) 𝑦

𝑛

= 𝑦 · 3𝐹2

[
1

2
, 1, 1

3

2
, 3

2

;

𝑦

4

]
𝐵6(𝑦) =

∫
𝐵3(𝑦)
𝑦

d𝑦 =
∑
𝑛≥1

(𝑛 − 1)!
𝑛(2𝑛)! 𝑦

𝑛

𝐵7(𝑦) =
∫

𝐵4(𝑦)
𝑦

d𝑦

= 4

∑
𝑛≥0

1

(𝑛 + 1) · 16
𝑛

(
𝑛∑

𝑘=0

(
2𝑘

𝑘

) (
2𝑛 − 2𝑘

𝑛 − 𝑘

)
1

(2𝑘 − 1)(2𝑛 − 2𝑘 + 1)2

)
𝑦𝑛+1

and all of 𝐵1 to 𝐵7 have denominator types of 𝑛[1, . . . , 2𝑛]2 ([2, Lemma 10.2.2];

See also Lemma 9.0.3 of loc. cit. for the general relation between the denominator

types of series in Q⟦𝑥⟧ and their symmetrizations. More precise denominator

types are in Table 1). Zagier [3] constructed three 𝑞-series𝐴(𝑞), 𝐵(𝑞), 𝐶(𝑞) coming

from level Γ0(6) and character 𝜒−3 modular forms (and their Eichler integrals),

which are

𝐴(𝑞) = 1 + 3

∑
𝑛≥1

𝜒−3(𝑛)𝑞𝑛
1 − 𝑞𝑛

+ 3

∑
𝑛≥1

𝜒−3(𝑛)𝑞2𝑛

1 − 𝑞2𝑛

𝐵(𝑞) =
∑
𝑛≥1

𝜒−3(𝑛)
𝑛2

𝑞𝑛

1 + 𝑞𝑛

𝐶(𝑞) = 1

4

∑
𝑛≥1

𝜒−3(𝑛)(4Li2(𝑞𝑛) − Li2(𝑞2𝑛))

where it is clear that lim𝑞→1 𝐵(𝑞) = 1

2
𝐿(2, 𝜒−3) and lim𝑞→1 𝐶(𝑞) = 1

4
𝜁(2). We

define power series 𝐻𝐴(𝑥), 𝐻𝐵(𝑥), 𝐻𝐶(𝑥) ∈ Q⟦𝑥⟧ as

𝐻𝐴(𝑥) = 𝐴(𝑞), 𝐻𝐵(𝑥)
𝐻𝐴(𝑥)

= 𝐵(𝑞), 𝐻𝐶(𝑥)
𝐻𝐴(𝑥)

= 𝐶(𝑞)

with respect to the hauptmodul (uniformizing map)

𝑥 = 𝑞
∏
𝑛≥1

(1 − 𝑞𝑛)4(1 − 𝑞6𝑛)8
(1 − 𝑞2𝑛)8(1 − 𝑞3𝑛)4

: 𝑌0(6) = H/Γ0(6) ≃ P1\{0,
1

9

, 1,∞}.
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Holonomy bound(s)

Then all three functions are multivalued functions on P1\{0, 1

9
, 1,∞} (i.e. ex-

tends to holomorphic function on the universal cover) and of denominator types

[1, . . . , 𝑛]2. Each of them have a radius of convergence
1

9
, but any linear combi-

nations of the functions

𝐻𝐵(𝑥) −
𝐿(2, 𝜒−3)

2

𝐻𝐴(𝑥), 𝐻𝐶(𝑥) −
𝜁(2)

4

𝐻𝐴(𝑥)

overconverge at
1

9
and have a radius of convergence 𝑅 = 1. Especially, assuming

that there exist 𝑎, 𝑏, 𝑐 ∈ Qwith

𝑎 + 𝑏 · 𝐿(2, 𝜒−3)
2

+ 𝑐 · 𝜁(2)
2

= 0, (2)

we get a hypothetical series

𝐻(𝑥) = 𝑎𝐻𝐴(𝑥) + 𝑏𝐻𝐵(𝑥) + 𝑐𝐻𝐶(𝑥)

= 𝑏

(
𝐻𝐵(𝑥) −

𝐿(2, 𝜒−3)
2

𝐻𝐴(𝑥)
)
+ 𝑐

(
𝐻𝐶(𝑥) −

𝜁(2)
4

𝐻𝐴(𝑥)
)
∈ Q⟦𝑥⟧ (3)

which is holonomic. We symmetrize 𝐻 to get a (hypothetical) series 𝐺(𝑦) =

Sym
+𝐻(𝑥) ∈ Q⟦𝑦⟧ that has a denominator type [1, . . . , 2𝑛]2 and also holonomic

(satisfies a degree 4 ODE). Now these are shown to be linearly independent over

Q(𝑦) by considering various monodromy [2, Section 12]. Note that all 14 series

are holonomic.

I’m going to explain the full version of [2, Theorem 7.0.1] including the case

of e ≠ 0 (which is essential for our purpose), and the construction of 𝜓 (Step 4).

2 Holonomy bound(s)

In previous talks, we already covered a version of the main theorem of [2]. In

fact, there are three different (but closely related) holonomy bounds in [2], which

are Theorem 6.0.2, 7.0.1, and 7.1.6, where all three give the desired contradiction

(i.e. small enough upper bound). In this seminar, we focus on Theorem 7.0.1,

whose special case (i.e. when e = 0 [2, Theorem 2.5.1]) is covered previously.

Recall that the previous bound was of the form

𝑚 ≤
∬
T2

log |𝜑(𝑧) − 𝜑(𝑤)|d𝜇(𝑤)d𝜇(𝑧)
log |𝜑′(0)| − 𝜏(b) (4)

where the array b = (𝑏𝑖 , 𝑗) records the denominator types of the power series

𝑓𝑖(𝑥) =
∑
𝑛≥0

𝑎𝑖 ,𝑛
𝑥𝑛

[1, . . . , 𝑏𝑖 ,1𝑛][1, . . . , 𝑏𝑖 ,2𝑛] · · · [1, . . . , 𝑏𝑖 ,𝑟𝑛]

4



Holonomy bound(s)

with 𝑎𝑖 ,𝑛 ∈ Z and [1, 2, . . . , 𝑏𝑛] := lcm(1, 2, . . . , ⌊𝑏𝑛⌋) and 𝜏(b) is a nonnegative

number associated to the array b (which has a value in [0, 𝑏𝑚,1 + · · · + 𝑏𝑚,𝑟]).
However, some of the 14 power series have slightly more general denominator

types of

𝑓𝑖(𝑥) =
∑
𝑛≥0

𝑎𝑖 ,𝑛
𝑥𝑛

𝑛𝑒𝑖 [1, . . . , 𝑏𝑖 ,1𝑛][1, . . . , 𝑏𝑖 ,2𝑛] · · · [1, . . . , 𝑏𝑖 ,𝑟𝑛]

where we have an extra 𝑛𝑒𝑖
term in the denominator with 𝑒𝑖 ∈ Z≥0 comes from

integration. It is possible to replace 𝑛𝑒𝑖
with [1, . . . , 𝑛]𝑒𝑖 , but we will see that we

cannot obtain a good enough holonomy bound with such replacements.

Here is the full version of the theorem that we need:

Theorem 2.1 ([2, Theorem 7.0.1]). Consider two positive integers 𝑚, 𝑟, a nonneg-

ative integer vector e = (𝑒1, . . . , 𝑒𝑚), and an𝑚×𝑟 rectangular array of nonnegative

real numbers

b := (𝑏𝑖 , 𝑗)1≤𝑖≤𝑚,1≤ 𝑗≤𝑟 ,

all of whose columns have the form

0 = 𝑏1, 𝑗 = 𝑏2, 𝑗 = · · · = 𝑏𝑢𝑗 , 𝑗 < 𝑏𝑢𝑗+1, 𝑗 = · · · = 𝑏𝑚,𝑗 =: 𝑏 𝑗 , ∀1, . . . , 𝑟

for some 𝑢𝑗 ∈ {0, 1, . . . , 𝑚} depending on the column. Let

𝜎𝑖 := 𝑏𝑖 ,1 + · · · + 𝑏𝑖 ,𝑟 , 𝑖 = 1, . . . , 𝑚

be the 𝑖-th row sum, and define

𝜏♭(b) :=
1

𝑚2

𝑚∑
𝑖=1

(2𝑖 − 1)𝜎𝑖 = 𝜎𝑚 − 1

𝑚2

𝑟∑
𝑗=1

𝑢2

𝑗 𝑏 𝑗 ∈ [0, 𝜎𝑚]

and

𝜏♯(e) :=
2

𝑚2

min

𝜉∈[0,𝑚]

{
𝜉

𝑚∑
𝑖=1

𝑒𝑖 +
(

max

1≤𝑖≤𝑚
𝑒𝑖

)
𝐼𝑚𝜉 (𝜉)

}
where 𝐼𝑣𝑢(𝑤) a function defined as

𝐼𝑣𝑢(𝑤) :=

∫
1

min{𝑢,1}
max{𝑡 − 𝑤, 0}d𝑡 +

∫ 𝑣

max{𝑢,1}

⌊
𝑡−1

max{1,𝑤}

⌋∑
ℎ=1

1

ℎ
d𝑡

+
∫ 𝑣

max{𝑢,1}
max


𝑡⌊

𝑡+max{0,𝑤−1}
max{1,𝑤}

⌋ − 𝑤, 0

 d𝑡
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Holonomy bound(s)

for 0 ≤ max{𝑢, 1} ≤ 𝑣 and 𝑤 ≤ 𝑣. Finally, let

𝜏(b; e) := 𝜏♭(b) + 𝜏♯(e).

Let 𝜑 : (D, 0) → (C, 0) be a holomorphic function with

log |𝜑′(0)| > max{𝜎𝑚 , 𝜏(b; e)}. (5)

Suppose there exists an 𝑚-tuple 𝑓1, . . . , 𝑓𝑚 ∈ Q⟦𝑥⟧ of Q(𝑥)-linearly independent

formal functions with denominator types of the form

𝑓𝑖(𝑥) = 𝑎𝑖 ,0 +
∞∑
𝑛=1

𝑎𝑖 ,𝑛
𝑥𝑛

𝑛𝑒𝑖 [1, . . . , 𝑏𝑖 ,1𝑛][1, . . . , 𝑏𝑖 ,2𝑛] · · · [1, . . . , 𝑏𝑖 ,𝑟𝑛]
, 𝑎𝑖 ,𝑛 ∈ Z

such that 𝑓𝑖(𝜑(𝑧)) defines a meromorphic function on |𝑧 | < 1 for all 𝑖 = 1, . . . , 𝑚.

Then

𝑚 ≤
∬
T2

log |𝜑(𝑧) − 𝜑(𝑤)|d𝜇(𝑤)d𝜇(𝑧)
log |𝜑′(0)| − 𝜏(b; e) . (6)

In particular, the formal functions 𝑓1, . . . , 𝑓𝑚 are holonomic. Moreover, if the

functions 𝑓𝑖 are a priori assumed to be holonomic, the condition (5) can be

relaxed to log |𝜑′(0)| > 𝜏(b; e).

Let me give a (very) brief sketch of the proof. Recall that we considered the

Euclidean lattice

𝐸𝐷 :=

𝑟⊕
ℎ=0

𝑢ℎ+1⊕
𝑖=𝑢ℎ+1

1

[1, . . . , 𝑦ℎ+1𝐷] · · · [1, . . . , 𝑦𝑟𝐷] · Z
[

1

𝑥

]
≤𝐷

=

𝑚⊕
𝑖=1

1

[1, . . . , 𝑦1𝐷] · · · [1, . . . , 𝑦𝑟𝐷] · Z
[

1

𝑥

]
≤𝐷

which is of rank 𝑚(𝐷 + 1) as a free Z-module (with a suitable Euclidean norm

inherited from a Hermitian metric of a line bundle on P1
) and 𝐹Q = 𝑥−𝐷Q⟦𝑥⟧,

with a map

𝜓𝐷 : 𝐸𝐷,Q → 𝐹Q, (𝑄𝑖)1≤𝑖≤𝑚 ↦→
𝑚∑
𝑖=1

𝑄𝑖 𝑓𝑖

which is injective due to the linear independence of 𝑓𝑖’s. Now we applied Bost’s

slope inequality (1) and arithmetic Hilbert–Samuel formula to get the bound of

the form (4). Here 𝑦1, . . . , 𝑦𝑟 are auxiliary parameters that are optimized later

and give the expression of 𝜏♭(b), while estimating ℎ
fin
(𝜓(𝑛)

𝐷
). When e ≠ 0, we

modify 𝐸𝐷 as

𝐸𝐷 :=

𝑟⊕
ℎ=0

𝑢ℎ+1⊕
𝑖=𝑢ℎ+1

[1, . . . , 𝜉𝐷]𝑒𝑖
[1, . . . , 𝑦ℎ+1𝐷] · · · [1, . . . , 𝑦𝑟𝐷] · Z

[
1

𝑥

]
≤𝐷
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Overconvergence and univalent leaves

with an additional auxiliary parameter 𝜉 ∈ [0, 𝑚], and this introduces additional

terms in the estimation of ℎ
fin
(𝜓(𝑛)

𝐷
) which accounts for the term 𝜏♯(e).

Note that both 𝜏♭(b) and 𝜏♯(e), hence 𝜏(b; e) can be computed explicitly.

Especially, we can easily plot the graph of 𝜉 ↦→ 𝜉
∑

1≤𝑖≤𝑚 𝑒𝑖 + (max1≤𝑖≤𝑚 𝑒𝑖)𝐼𝑚𝜉 (𝜉)
and see where it attains its minimum value. (The function is complicated but

elementary, and we can compute the exact minimum value.)

3 Overconvergence and univalent leaves

This section summarizes Section 2.9 and last half of Section 9 of [2] about over-

convergence and univalent leaves. We need to prove that pullbacks of the 14

functions are holomorphic on the unit disc, which is a requirement to apply

the holonomy bound (Theorem 2.1). Before we state the result, we first define

univalent leaves as follows.

Definition 3.1 ([2, Definition 9.0.12]). Consider two pointed Riemann surfaces

(𝐷, 𝑂) and (𝑋, 𝑃) and an open neighborhood 𝑃 ∈ 𝑈 ⊂ 𝑋. A holomorphic

mapping 𝜑 : (𝐷, 𝑂) → (𝑋, 𝑃) has a univalent leaf over 𝑈 at 𝑂 if 𝜑 maps the

connected component of 𝜑−1(𝑈) containing 𝑂 conformally isomorphically onto

𝑈 :

𝜑 : (𝜑−1(𝑈))𝑂
≃−→ 𝑈.

We refer to (𝜑−1(𝑈))𝑂 ⊂ 𝐷 itself as the univalent leaf (at 𝑂 over 𝑈).

The following Proposition is a key result that allows us to check holomor-

phicity of the pullbacks of power series under a univalent map.

Proposition 3.2 ([2, Corollary 9.0.19]). Consider an arbitrary power series 𝐹 ∈
C⟦𝑦⟧ that defines a holomorphic function on a contractible open neighborhood

0 ∈ 𝑈𝑌0(2) ⊂ C\{4}. Suppose Σ0

𝑌0(2) ⊂ 𝑈𝑌0(2) and Σ1

𝑌0(2) ⊂ C are finite subsets

such that 𝐹(𝑦) continues analytically as a holomorphic function along all paths

in 𝑦 ∈ P1\{0, 4,Σ0

𝑌0(2),Σ
1

𝑌0(2)} and has around 𝑦 = 4 a finite local monodromy

of order dividing 2. Let ℎ : D → C be the hauptmodul of 𝑌0(2) (7). Then,

under any holomorphic mapping 𝜑𝑌0(2) : D→ C\Σ1

𝑌0(2) that has a univalent leaf

over 𝑈𝑌0(2) at 0 ∈ D containing 𝜑−1(Σ0

𝑌0(2)), and which factors as a composition

𝜑𝑌0(2) = ℎ ◦ 𝜓𝑌0(2) for some holomorphic 𝜓𝑌0(2) : D→ D with 𝜓−1

𝑌0(2)(0) = {0}, the

pullback of 𝐹 is holomorphic: 𝜑∗
𝑌0(2)𝐹 ∈ 𝒪(D).

Sketch of proof. Let 𝑈𝑌(2) = 𝑦−1(𝑈𝑌0(2)) be the inverse image under 𝑦(𝑥) = 𝑥 + 𝑥
𝑥−1

,

which is an open neighborhood of 0 in C\{2} which is also contractible. Let
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Construction of 𝜓

𝑓 (𝑥) := 𝐹(𝑦(𝑥)) and Σ0

𝑌(2) = 𝑦−1(Σ0

𝑌0(2)), Σ
1

𝑌(2) = 𝑦−1(Σ1

𝑌(2)). By assumptions on

𝜑𝑌0(2), one can show that there is a holomorphic map 𝜑𝑌(2) : D → C\{1,Σ1

𝑌(2)}
with 𝜑−1

𝑌(2)(0) = {0} and 𝑤(𝜑𝑌(2)(𝑧)) = 𝜑𝑌(2)(−𝑧), and has a univalent leaf over

𝑈𝑌(2) at 0 ∈ D [2, Lemma 9.0.13]. 𝜑𝑌(2) is related to 𝜑𝑌0(2) via

𝜑𝑌0(2)(𝑧) = 𝜑𝑌(2)(
√
𝑧) + 𝜑𝑌(2)(−

√
𝑧) =

𝜑𝑌(2)(
√
𝑧)2

𝜑𝑌(2)(
√
𝑧) − 1

.

(In fact, the existence of 𝜑𝑌(2) follows from solving the above equation with a

choice of branch for square root(s).) Then the pullback 𝜑∗
𝑌0(2)𝐹 can be described

as

𝐹(𝜑𝑌0(2)(𝑧)) =
𝑓 (𝜑𝑌(2)(

√
𝑧)) + 𝑓 (𝜑𝑌(2)(−

√
𝑧))

2

and 𝜑∗
𝑌(2) 𝑓 is holomorphic on D (follows from [2, Proposition 2.9.3]). □

4 Construction of 𝜓

This section closely follows [2, Appendix A]. To get a contradiction, we need to

choose 𝜑 : (D, 0) → (C, 0) which makes the holonomy bound smaller than 14.

We will assume that 𝜑 is of the form 𝜑 = ℎ ◦ 𝜓 where 𝜓 : D→ Ω ⊂ D and ℎ is

the hauptmodul of 𝑌0(2) given by

ℎ := 𝜆 + 𝜆
𝜆 − 1

= −256𝑞

∞∏
𝑛=1

(1 + 𝑞𝑛)24 = −256

Δ(2𝜏)
Δ(𝜏) , 𝑞 = 𝑒2𝜋𝑖𝜏. (7)

Then we need to choose 𝜑 so that

1. the image of 𝜓 inside D avoids all the preimages of − 1

72
under ℎ except for

the one preimage 0.0000541 · · · ∈ R (unique preimage in R),

2. the bound from Theorem 2.1 is smaller than 14.

In other words, we want Ω to have sufficiently large conformal radius which

make |𝜓′(0)| as large as possible. Also, we want to make 𝜓 small enough so that

the integral on the numerator is not too large. The condition 1 is required to

ensure holomorphicity of the pullbacks of our 14 functions via Proposition 3.2

(more precisely, we can get a univalence from it). To obtain this, we construct 𝜓

as a composition of two basic type of conformal maps: lunes and slits3.

3In [2], gobbles (composition of two lunes) are also introduced, but we will not use it.
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Construction of 𝜓

Lune is a conformal map that removes a part of a disk from a larger disk. For

𝑐 > 1, the map

𝑓 (𝑧, 𝑐) = 𝑧 · (𝑐
2 + 1) + (𝑐2 − 1)𝑧

(𝑐2 − 1) + (𝑐2 + 1)𝑧
maps a Lune

𝐿(𝑐) := D\
(
D ∩ 𝐷

(
− 𝑐2 + 1

𝑐2 − 1

,
2𝑐

𝑐2 − 1

))
to the unit diskD biholomorphically (note that boundaries of two disks intersect

at right angles). It has an explicit inverse map ℎ(𝑧, 𝑐) : D→ 𝐿(𝑐) that maps D to

a lune [2, Equation A.1.1], and the conformal radius of 𝐿(𝑐) is
𝑐2−1

𝑐2+1

.

Slit is a conformal map that removes a line segment from a disk. For a real

number 0 < 𝑟 < 1, we have an explicit conformal map [2, Equation A.3.1]

Slit(𝑧, 𝑟) : (D, 0) ≃−→ (D\(−1, 𝑟], 0),

and one can check that D\(−1, 𝑟] has a conformal radius |Slit
′(0, 𝑟)| = 4𝑟

1+𝑟2
.

Now, we construct 𝜑 (hence 𝜓) via lunes and slits as follows. I’ll write a

formula first:

𝜓(𝑧) = −𝑅 · ℎ(−𝑒2𝜋𝑖𝜃1 · Slit(𝑒2𝜋𝑖𝜃2 · Slit(𝑒2𝜋𝑖𝜃3 · Slit(𝑒2𝜋𝑖𝜃4 · Slit(𝑐′𝑧, 𝑟1), 𝑟2), 𝑟3), 𝑟4), 𝑐)
(8)

where 𝑅, 𝑐, 𝑐′, 𝜃𝑖 , 𝑟𝑖 are some parameters to be determined later. We first choose

𝑅 = 0.77 so that we can avoid all the unwanted preimages except for the 4 points

which are not real and closest to the origin (we can check this value rigorously by

passing back toH and consider Γ0(2) orbits). The lune map (with 𝑐 = 7.5) is used

to remove a (right) part ofDwhere ℎ(𝑧) takes large values. At last, the remaining

4 preimages are removed via slit maps and rotations, one by one. 𝑐′ = 0.995 is

chosen to make sure that the preimages are excluded. Note that we don’t have

easily expressible maps which does all the procedure above at once, and that’s

why we use composition of lune and slit maps (which also explains asymmetry

of the resulting contour 𝜓(T)4). Since all the maps and the parameters above are

explicit, we can compute the exact value of the conformal radius.

4Comment from the talk: if you compose more than one slit maps, then the corresponding

slits will be curved a bit.
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Proof

Figure 1: Topography of ℎ (left, [2, A.0.3]) and the contour 𝜓(T) (right, [2, Figure A.4.5])

5 Proof

Now we are ready to prove the main result.

Theorem 5.1 ([2, Theorem A]).

𝐿(2, 𝜒−3) =
1

1
2

− 1

2
2

+ 1

4
2

− 1

5
2

+ 1

7
2

− 1

8
2

+ · · ·

is irrational. Moreover, 1, 𝜁(2), 𝐿(2, 𝜒−3) are Q-linearly independent.

Proof. Assume Q-linear independence of 1, 𝜁(2), 𝐿(2, 𝜒−3), so that there exist

𝑎, 𝑏, 𝑐 ∈ Q not all zero satisfying (2). As we mentioned before, this give 14 power

series in 𝑦 that are Q(𝑦)-linearly independent. The denominator types of these

series can be found in the below Table 1 (we saw how the denominator types

change under the symmetrization maps Sym
±

from Daniel’s talk - see [2, Lemma

9.0.3]). The corresponding arrays b and e are

b :=

(
0 2 2 2 2 2 2 2 2 2 2 2 2 2

0 0 0 2 2 2 2 2 2 2 2 2 2 2

)⊺
e := (0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1).

One can check analyticity (meromorphicity) of the pullbacks 𝜑∗𝐹 when 𝐹 is

one of the series above, by applying Proposition 3.2 with Σ0

𝑌0(2) = {− 1

72
},Σ1

𝑌0(2) =

∅, 𝜑𝑌0(2) = 𝜑, and 𝑈𝑌0(2) a sufficiently small open neighborhood of the line seg-

ment [− 1

72
, 0], so we can apply Theorem 2.1. (We also know that these have finite

10



Proof

function denominator type

𝐵1 1

𝐵2 [1, . . . , 2𝑛]

𝐵3 𝑛[1, . . . , 2𝑛]

𝐵4 [1, . . . , 2𝑛]2

𝐵5 (2𝑛 − 1)[1, . . . , 2𝑛]

𝐺 [1, . . . , 2𝑛]2

𝐺′ [1, . . . , 2𝑛 + 2]2

𝐺′′ [1, . . . , 2𝑛 + 4]2

𝐺′′′ [1, . . . , 2𝑛 + 6]2

𝐵6 𝑛[1, . . . , 2𝑛]2

𝐵7 𝑛[1, . . . , 2𝑛]2∫
𝐺(𝑦)d𝑦 𝑛[1, . . . , 2𝑛 − 2]2∫

𝐺(𝑦)−𝐺(0)
𝑦 d𝑦 𝑛[1, . . . , 2𝑛]2∫

𝐺(𝑦)−𝐺(0)−𝐺′(0)𝑦
𝑦2

d𝑦 𝑛[1, . . . , 2𝑛 + 2]2

Table 1: Denominator types

local monodromy of order dividing 2 at 𝑦 = 4 by [2, Lemma 9.0.3].) We can

compute 𝜏(b; e) explicitly, which is

𝜏(b; e) = 𝜏♭(b) + 𝜏♯(e) = 191

49

+ 27

80

=
16603

3920

= 4.235459 . . . .

(For 𝜏♯(e), Figure 2 shows the plot of the corresponding function 𝜉 ↦→ 6𝜉+𝐼14

𝜉 (𝜉)
98

which attains the minimum value of
27

80
when 𝜉 ∈ [2, 13

6
]).

By definition of 𝜓 from Section 4 (Equation (8)), we have

|𝜑′(0)| = 256 · 𝑐′ · 𝑅 · 𝑐
2 − 1

𝑐2 + 1

4∏
𝑖=1

4𝑟𝑖

(1 + 𝑟𝑖)2
=

5448339453535586608000000000

8658833407565631122430056127

.

For the numerator, we can (numerically) compute the double integral with the

explicit formula of 𝜑(𝑧) = ℎ(𝜓(𝑧)), which gives∬
T2

log |𝜑(𝑧) − 𝜑(𝑤)|d𝜇(𝑧)d𝜇(𝑤) = 11.844 . . . .

11



Proof

Figure 2: Plot of 𝜉 ↦→ 6𝜉+𝐼14

𝜉 (𝜉)
98

on [1.325, 3] [2, Figure 13.0.3]

Hence we get a holonomy bound

𝑚 ≤ 11.845

log

(
5448339453535586608000000000

8658833407565631122430056127

)
− 11603

3920

= 13.9938 · · · < 14

and get a contradiction. □

Remark. You may found that the denominator types in Table 1 are slightly larger

than the numbers recorded in b. For example, 𝐺′(𝑦) has a denominator type of

[1, . . . , 2𝑛 + 2]2, not [1, . . . , 2𝑛]2. This is not a problem, since one can replace

it by [1, . . . , (2 + 𝜖)𝑛]2 for sufficiently small 𝜖 > 0 for all but finitely many 𝑛’s,

and the finite initial terms can be made to have any given denominator type by

scaling, which yields the same bound as 𝜖 → 0 [2, Remark 6.0.12].

Remark. If we want to stick with a version of the theorem with e = 0, one needs

to append e to b (which is equivalent to replace 𝑛𝑒
with [1, . . . , 𝑛]𝑒 and get

b′
:=

©«
0 2 2 2 2 2 2 2 2 2 2 2 2 2

0 0 0 2 2 2 2 2 2 2 2 2 2 2

0 0 1 0 0 0 0 0 0 1 1 1 1 1

ª®®¬
⊺

However, we cannot directly apply Theorem 2.1 since the appended column is

not in an increasing order. In this case, one has a more general result [2, Theorem

8.0.1] allowing such relaxations at the cost of a worse bound. We need to replace

𝜏♭(b) + 𝜏♯(e) with 𝜏♭♭(b′) (where the definition can be found in [2, Equation

8.0.2]), which is at least

𝜏♭♭(b′) ≥ 884

196

= 4.510 . . . ,

12



Product of two logarithms

significantly worse than the above 𝜏(b; e) = 4.2354 . . . and not enough to get a

dimension bound less than 14.

Remark. One may not happy about the possible numerical issue when we com-

pute the double integral. The authors used mathematica to estimate the integral,

and the formula of ℎ(𝑞) and 𝜓(𝑥) are explicit enough to estimate the integral as

accurately as we want. Alternatively, there are two other holonomy bounds (The-

orem 6.0.2 and Theorem 7.1.6 of [2]) which are much more complicated but gives

a better numerical stability, and strong enough to yield similar contradictions.

6 Product of two logarithms

In [2], the authors also proved irrationality result for the product of log values.

More precisely, they proved the following theorem:

Theorem 6.1 ([2, Theorem 14.0.1]). Let 𝑚, 𝑛 ∈ Z\{−1, 0} be integers such that�� 𝑛
𝑚 − 1

�� < 10
−6

. Then

log

(
1 + 1

𝑚

)
log

(
1 + 1

𝑛

)
is irrational. Moreover, for 𝑚 ≠ 𝑛, the following are linearly independent over

Q:

1, log

(
1 + 1

𝑚

)
, log

(
1 + 1

𝑛

)
, log

(
1 + 1

𝑚

)
log

(
1 + 1

𝑛

)
. (9)

Proof uses the same idea (holonomy bound) with different series. More

precisely, let 𝑎 = 2𝑚 + 1, 𝑏 = 2𝑛 + 1 and define

𝐴(𝑎, 𝑥) :=
1√

1 − 2𝑎𝑥 + 𝑥2

𝐻(𝑎, 𝑥) :=
1√

1 − 2𝑎𝑥 + 𝑥2

∫ 𝑥

0

d𝑡√
1 − 2𝑎𝑡 + 𝑡2

where both lies inQ⟦𝑥⟧ and satisfy first order ODEs. These have singularities at

𝑎 ±
√
𝑎2 − 1. Assume that there exist integers 𝑟0, 𝑟𝑎 , 𝑟𝑏 , 𝑟𝑎𝑏 not all zero such that

𝑟𝑎 ·
1

2

log

(
𝑎 + 1

𝑎 − 1

)
+ 𝑟𝑏 ·

1

2

log

(
𝑏 + 1

𝑏 − 1

)
+ 𝑟𝑎𝑏 ·

1

4

log

(
𝑎 + 1

𝑎 − 1

)
log

(
𝑏 + 1

𝑏 − 1

)
= 𝑟0.

We use the same 7 functions 𝐵1, . . . , 𝐵7 along with new (hypothetical) 10 func-

tions coming from differentiations and integrals of a (hypothetical) 𝐺-function

𝐺(𝑦) = Sym
+𝑃(𝑥) ∈ Q⟦𝑦⟧ where

𝑃(𝑥) = 𝑟𝑎𝑃𝑎 + 𝑟𝑏𝑃𝑏 + 𝑟𝑎𝑏𝑃𝑎𝑏

13



Product of two logarithms

𝑃𝑎(𝑥) =
(
𝐻(𝑎, 𝑥) − 1

2

log

(
𝑎 + 1

𝑎 − 1

))
★𝐴(𝑏, 𝑥)

𝑃𝑏(𝑥) =
(
𝐻(𝑏, 𝑥) − 1

2

log

(
𝑏 + 1

𝑏 − 1

))
★𝐴(𝑎, 𝑥)

𝑃𝑎𝑏(𝑥) = 𝐻(𝑎, 𝑥) ★𝐻(𝑏, 𝑥) − 1

4

log

(
𝑎 + 1

𝑎 − 1

)
log

(
𝑏 + 1

𝑏 − 1

)
𝐴(𝑎, 𝑥) ★𝐴(𝑏, 𝑥)

where★ is the Hadamard product (coefficient-wise product of two power series).

Now, the following 17 functions

𝐵1(𝑦), 𝐵2(𝑦), 𝐵3(𝑦), 𝐵4(𝑦), 𝐵5(𝑦),
𝐺(𝑦), 𝐺′(𝑦), 𝐺′′(𝑦), 𝐺′′′(𝑦),

𝐵6(𝑦), 𝐵7(𝑦),
∫

𝑦𝐺(𝑦)d𝑦,
∫

𝐺(𝑦)d𝑦,
∫

𝐺(𝑦) − 𝐺(0)
𝑦

d𝑦,∫
𝐺(𝑦) − 𝐺(0) − 𝐺′(0)𝑦

𝑦2

d𝑦,

∫
𝐺(𝑦) − 𝐺(0) − 𝐺′(0)𝑦 − 𝐺′′(0) 𝑦

2

2

𝑦3

d𝑦,∫
𝐺(𝑦) − 𝐺(0) − 𝐺′(0)𝑦 − 𝐺′′(0) 𝑦

2

2
− 𝐺′′′(𝑦) 𝑦

3

6

𝑦4

d𝑦

are Q(𝑦)-linearly independent (in fact, C(𝑦)-linearly independent), and have

denominator types of 𝑛[1, . . . , 2𝑛]2. More precisely, the corresponding array b
and e are

b :=

(
0 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

0 0 0 2 2 2 2 2 2 2 2 2 2 2 2 2 2

)⊺
e := (0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1).

Using Proposition 3.2 again with Σ0

𝑌0(2) = {𝑦𝑎− ,𝑏−}, Σ1

𝑌0(2) = ∅, and 𝑈𝑌0(2) =

𝐷(0, 1

100
), where 𝑦𝑎− ,𝑏− is the image of (𝑎 −

√
𝑎2 − 1)(𝑏 −

√
𝑏2 − 1) under the sym-

metrizing map 𝑥 ↦→ 𝑦(𝑥), one can check holomorphicity of the pullbacks of 17

functions under the same 𝜑 we used for Theorem 5.1. Now explicit computation

gives

𝜏(b; e) = 1136

289

+ 78419

242760

=
1032659

242760

= 4.2538 . . .

and the corresponding holonomy bound is around 16.2 < 17, which gives a

contradiction and proves linear independence of the four numbers in (9).

In the proof, we use the assumption that
𝑎
𝑏

is close to 1, to ensure that 1) the

singularities of 𝑃𝑎(𝑥) and 𝑃𝑏(𝑥) are close to 0 and ∞, and 2) the singularities of

𝑃𝑎𝑏(𝑥) are close to 0, 1, and ∞. The assumption is also used in the proof of linear

independence, although we need a weaker assumption for the purpose.
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