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True/False - No explanation needed. (2pts)

1. For any random variable X, we have E[X2] ≥ E[X]2. True/False

sol. We have Var[X] = E[X2] − E[X]2, and variance of random variable is always non-
negative.

2. According to the Law of Large Numbers, the probability P (|X − µ| > ε) decreases as n
grows. True/False

sol. As n grows to ∞ the probability mass becomes more and more concentrated around
the mean µ. However, for specific ε and n it may be the case that the probability increases
slightly when we take the average of n+ 1 random variables rather than n.

Problems - Need justification. No justification means zero!

In this problem, we will approximate the following summation

55∑
k=45

(
100

k

)
1

2100

using the standard normal distribution and the Central Limit Theorem. Let X1, . . . , X100 be the
Bernoulli variables with p = 1/2. Let X = X1+···+X100

100
be the average, and let Z be the normalized

RV corresponding to X.

1. Find the range of X, µ, and σ. (3pts)

sol. Since the range of each Xis are {0, 1}, the range of X1 + · · · + X100 is {0, 1, . . . , 100},
and so RX = {0, 1

100
, 2
100
, . . . , 1}. Since X1, X2, . . . are IIDRVs, we have

µ = µ =
1

2
, σ =

σ√
n

=

√
1

2
· 1

2
· 1√

100
=

1

20

2. Explain why P (|X − µ| ≤ 1
20

) is same as the above summation. (3pts)

sol. The inequality is equivalent to − 1
20
≤ X − 1

2
≤ 1

20
⇔ 45 ≤ X ≤ 55 where X =

X1 + · · ·+X100. You can check that the random variable X follows the binomial distribution
with n = 100 and p = 1

2
, so

P (45 ≤ X ≤ 55) =
55∑

k=45

P (X = k) =
55∑

k=45

(
100

k

)(
1

2

)k (
1− 1

2

)100−k

=
55∑

k=45

(
100

k

)
1

2100
.
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3. Using the given part of the standard normal table, approximate P
(
|X − µ| ≤ 1

20

)
. (4pts)

sol. Consider the normalized random variable

Z =
X − µ
σ

=
X − 1/2

1/20

which satisfies E[Z] = 0 and SE[Z] = 1. In terms of this random variable, the probability is
same as

P (|X − µ| ≤ 1

20
) = P (|Z| ≤ 1) = P (−1 ≤ Z ≤ 1),

and we can approximate this by standard normal distribution. In the table, you can see
that the z-score for z = 1 is 0.3413, and this gives the value P (0 ≤ Z ≤ 1). Hence
P (−1 ≤ Z ≤ 1) = 2 · P (0 ≤ Z ≤ 1) = 0.6826 since the standard normal distribution is
symmetric.
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